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Extended spatial keyframing for complex
character animation

By Byungkuk Choi, Mi You and Junyong Noh*

..........................................................................

As 3D computer animation becomes more accessible to novice users, it makes it possible for
these users to create high-quality animations. This paper introduces a more powerful system
to create highly articulated character animations with an intuitive setup then the previous
research, Spatial Keyframing (SK). As the main purpose of SK was the rapid generation of
primitive animation over quality animation, we propose Extended Spatial Keyframing
(ESK) that exploits a global control structure coupled with multiple sets of spatial
keyframes, and hierarchical relationship between controllers. The generated structure can be
flexibly embedded into the given rigged character, and the system enables the given character
to be animated delicately by user performance. During the performance, the movement of the
highest ranking controllers across the control hierarchy is recorded in layered style to
increase the level of detail for final motions. Copyright © 2008 John Wiley & Sons, Ltd.
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Introduction

Spatial Keyframing (SK)1 offers a compelling approach
for the interactive control of 3D characters, as user
movements directly control the timing of animated
motions blended with a set of markers. It is a robust tool
for the interactive manipulation of 3D characters with
the sparsely distributed markers associated with target
poses. As the markers store the information of the target
poses and are placed with the character in the same 3D
space, the markers are known as spatial keyframes.

SK is a revolutionary idea that breaks the convention of
existing keyframing. However, the produced motions are
too simple to be used for practical character animation.
A practical tool should be versatile enough to produce
highly articulated complex motions while allowing easy
creation of desired animation.

This paper introduces a method for creating high-
quality complex character animations. We call this
Extended Spatial Keyframing (ESK). ESK provides new
features that give great flexibility by embedding a

*Correspondence to: J. Noh, Visual Media Lab, Graduate School
of Culture Technology—KAIST, 335, Gwahangno, Yuseong-gu,
Daejeon 305-701, Republic of Korea.
E-mail: junyongnoh@kaist.ac.kr

global control structure into a given 3D rigged character
with multiple sets of spatial keyframes. A hierarchical
relationship between controllers and a layered recording
are also used to strengthen the ability of ESK regarding
user performance. As a result, novice users can achieve a
very flexible structure ready to be animated through an
intuitive setup process.

ESK starts with designing multiple sets of spatial
keyframes on desirable parts of a given rigged character
with hierarchical relationships between the relevant sets.
The relationship can be easily organized by creating
a new set using the controllers of the existing sets
created up to this point. The entire system becomes a
complex structure for the given character as the number
of desirable articulation parts increases. The hierarchical
relationship, however, appropriately reduces the number
of controllers by allowing the highest rank controller to
move its subordinate controllers automatically.

While designing multiple sets, a global control
structure of ESK is automatically constructed in the
given rigged character. The complete system manages
the entire control inputs such as a global and a local
transformation. Once the sets are fully defined, a series of
user actions that represents a target animation is recorded
in multiple layers. Here, the user performs only with the
highest ranking controllers.

............................................................................................
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As detailed in Section “Quantitative Analysis”, the
quantitative error measurements and the user test clearly
indicate that participants with no experience can create a
highly articulated character animation within their first
hour of using the system, including training time.

The key contribution of this paper lies in how novice
users can create highly articulated character animations
with minimal user interactions. Low-quality animation
for SK is overcome by utilizing a global control structure
with multiple sets of spatial keyframes. To deal with a
complex structure resulting from multiple sets, a hierar-
chical relationship and its control method are introduced.
Multiple sets of spatial keyframes are recorded layer by
layer to add details to the animation as it is created.

Related Work

Making 3D computer animation is now more within the
reach of novice users. Several studies related to novice
users have been conducted in every category of computer
animation. Teddy, a sketching interface for 3D freeform
design2 is an intuitive modeling tool for novice users.
The novice user can create 3D polygonal surfaces merely
by sketching several 2D freeform strokes. Pinocchio3 can
be used to prepare characters for animation, as it is an
automatic rigging system that implants a skeletal-based
structure into the character. These approaches focus on
simplicity to reduce the complicated procedural tasks of
the animation pipeline. Hence, novice users can create
animations with little effort. SK1 has the same goal of
the efficient creation of character animations. It created a
character motion with a predefined pose set that required
simple user input. The method is highly intuitive but
limited to simple character motions.

Performance-driven animations are another ap-
proaches targeting for rapid generation of character
animation. A user performance is the input to the
system to drive the motion of a target object. The
sketching-based systems proposed by Popović et al.4

and Thorne et al.5 generate a motion path of a target
model. They both employ the concept of ‘sketching’
with a simple interface to match the trajectory of the
user input with the target. Terra and Metoyer6,7 utilized
a model of user performance to adjust the timing of
previously keyframed animations. Although the method
is valuable considering that mapping the timing is
intricate for novice users, it does not provide any means
to manipulate spatial data for desirable poses.

A hierarchical approach is widely utilized to handle
the growing complexity of control problems. Computer

graphics is not an exception. For modeling, Forsey and
Bartels8 introduced a hierarchical B-spline refinement
to enhance the surface modeling capability. For control,
Liu et al.9 proposed a hierarchical space-time control to
solve space-time constraints efficiently by reformulating
functions through the time of the generalized degrees
of freedom in a hierarchical wavelet representation.
For animation, Lee and Shin10 adopted a hierarchical
approach to edit motions of human-like figures
interactively. These methods show the efficiency of
the hierarchical approach in obtaining quick results as
well as procedural controls for given complex tasks.
Hierarchical approaches were also exploited in other
research such as the motion control of intelligent agents
by Bruderlin et al.,11 in a method known as a vertically
structured multilevel abstraction hierarchy.

A layered approach has also been utilized to add
details to final motions. Dontcheva et al.12 introduced
layered acting for the first time by piling consecutive
user actions into a well-organized character animation.
They used a motion capture system and what they
characterized as a specific widget to capture the
motion of an animator. The layered acting has a great
potentiality to support an inexpensive performance-
driven system. Neff et al.13 introduced a novel method
of correlation maps with layered inputs via user
performance. They also used simple input devices such
as a mouse and a keyboard to control complex character
motions.

Extended Spatial
Keyframing

ESK is built on top of SK. Although they share similar
architectural traits, the structure of ESK is much more
sophisticated in three ways. The differences include: (1)
the automatic embedding of a global control structure
into the given rigged character by designing multiple
sets of user-defined spatial keyframes, (2) the capability
for the generation of hierarchical relationships between
controllers, and (3) the recording of animation in multiple
layers according to user performance.

Constructing a Global Control
Structure With Designing Multiple

Sets of Spatial Keyframes

First, the user imports a 3D rigged character into the
system. The user then selects the manipulators of the

............................................................................................
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Figure 1. An example of a global control structure by ESK. Generated controllers are automatically parented to the higher rank
controller of the selected manipulators.

rigged model followed by a controller generation for
the positioning and controlling of new markers. The
manipulator is a handle responsible for articulating a
character. An example would be an IK handle, a joint,
a locator, or a type of a constrained NURBS curve
clustered with several parts in Autodesk Maya.14 The
controller represents the intended position of a marker
corresponding to a current pose. Once the user is satisfied
with the current pose and the position of the controller,
the marker registered with the current pose is generated
by the simple click of a button. After designing a single
set of spatial keyframes with all of the desirable poses
with their corresponding markers, the single set begins
by holding one controller with several markers and
starts to create the blended motions with the set of
markers.

Generation of the next set of spatial keyframes is
straightforward. However, every generated set should
be automatically belonged to the given rigged character
and then can construct a global structure that supports
both a global and a local transformation. As shown in
Figure 1, by parenting a generated controller to the higher
rank controller of the selected manipulators, ESK can find
the manipulator related to the global transformation. The
root manipulator of the character always has a global
transformation in the scene so that only one controller is
dealing with global values while others are taking local

values on the basis of the root value. In Figure 1, it is
controller 4 that covers a global transformation of the
character.

As the goal is to control a complex character model, it
is convenient when wanting to control a character part
by part. As shown in Figure 2, to create the crawling
motion of an iguana, a rigged character can be divided
into three parts: the spine, the left leg, and the right
leg. The movements can then be articulated individually.
The same process is repeated for multiple sets of spatial
keyframes. The system takes the xyz-coordinates of
the controller and a set of spatial keyframes (the xyz-
coordinates of markers and associated character poses)
as input and returns a blended character pose. SK uses
a radial basis function to blend a new pose.1 ESK uses
the same method for interpolation. The interpolation
using radial basis functions is briefly introduced in the
following, and a detailed explanation can be found in
References [15,16]. First, the interpolation function has
the form:

f (xi) =
k∑

j=1

wjφ(xi −mj) (1)

where wj denotes the weights, xi the input vector, mj

the position of the markers in one set, and k the number

............................................................................................
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Figure 2. An example of multiple sets: each part can be articulated individually with a set of spatial keyframes. The yellow markers
indicate spatial keyframes registered with desirable poses, and the red dots are the controllers of each set.

of markers, or poses. For a smooth interpolation, Hardy
multi-quadrics is employed as the basis function.17

φ(x) =
√

‖xi‖2 + d2
j (2)

dj = min
i�=j

‖xi −mj‖2 (3)

The distance dj is measured between mj and the
nearest xi. We chose Hardy multi-quadrics after several
experiments in Section “Comparison With a Temporal
Keyframing”. The interpolation is smooth, leading to
smaller deformations for widely scattered feature points
and larger deformations for closely located points.18

Furthermore, it handles occasional extrapolations well.
The system solves for weights wj given f (xi) which

represents the poses at the marker locations. The
computed weights wj are used to interpolate the final
position of the character manipulators. Each entry of
the selected manipulators requires the construction of a
corresponding RBF interpolation system. While SK only
allows for the root translation, which is sufficient for a
simple motion of a skeletal-based character, ESK allows

both translation and rotation of all the manipulators. The
user has six degrees of freedom for each manipulator to
control the part of the character. This enables the user to
manipulate various poses in detail.

Hierarchical Relationship and
Control

The user can organize the hierarchical relationships with
more than two sets of spatial keyframes. Selected low
ranking sets form a new high-ranking set. The low
ranking controllers become subject to a high rank and
follow the user control of the highest ranking controller.
In other words, the performance of the highest rank
controller automatically interpolates the position and
rotation of the lower-ranked controllers. As a result, the
user carries out a simple manipulation of the highest
ranking controller for the entire hierarchy.

To create a hierarchical relationship, the user selects
low ranking controllers, defines new poses for a higher
set, and simply clicks a button to generate a new
controller. We employ RBF again for a parent–children

............................................................................................
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Figure 3. Hierarchical relationships between controllers in multiple sets.

relationship.

f parent(xi) =
k∑

j=1

w
parent
j φ

(
xi −mparent

j

)
(4)

where xi = cchild
i (i = 1, 2, 3, . . . , k)

Here, f parent(xi) represents the defined positions of low
ranking controllers at the marker locations of a parent
set. The linear system is solved only for the translation
of each entry, as the controller of the low ranking set is
only manipulated by translation.

This type of set is termed a synchronizing set, as its
main role is to synchronize more than two individual
motions into one and to make subordinate controllers
move simultaneously. For example, in the multiple sets
of spatial keyframes of the iguana character shown
in Section “Constructing a Global Control Structure
With Designing Multiple Sets of Spatial Keyframes”, a
synchronizing set for the leg motion can be created by
synchronizing parts of the left legs and the right legs (see
Figure 3).

The hierarchical relationship allows easy articulation
of the complex motion of included sets by controlling
the highest ranking controller. The function for the
motion corresponding to the user input can be written as
follows:

Fmotion(x) = (F individual ◦ F synchronizing ◦ F control)(x) (5)

The input x is the position of the controller as set by
the user, and the final result Fmotion(x) is determined
by a set of interpolation functions cascaded together.
F control depends on the user performance. F synchronizing

and F individual represent the synchronizing and individual
control set, respectively.

The strength of the hierarchical control is its efficiency
in creating animation. While the input control is
a very simple graph containing sequential vector
values that represents the x, y, and z positions of
the highest ranking controller along the time t, the
generated graph of the articulated manipulators is
much more complex. Complex graphs of the articulated
manipulators also imply that the user should generate
them in great detail for a complex motion via traditional
keyframing.

Recording Animation in Multiple
Layers

The hierarchical control system is not sufficient to
express highly articulated motions that deviate from
the style imposed by the highest ranking controller.
Instead, independent control of various parts of the
character would provide great flexibility. The user has
access to various controllers across the hierarchy for
individual motion. The user begins by selecting one of the
available controllers and acts out the motion by moving
it across the markers. The translation of the controlled

............................................................................................
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Figure 4. Highest ranking controllers to record multiple layers.

motion is recorded simultaneously in the form of a
sketched path with temporal samples. The subsequent
user actions with other controllers are recorded layer by
layer.

Recording desirable motions is the last step. Complex
motions can be generated by layering user trials in ESK. A
similar method described in earlier studies12,13 is adopted
here. As the user acts subsequently with the highest
ranking controllers across the hierarchy, the separate
motions of the character are recorded continuously in
multiple layers. One advantage of ESK compared to one
method12 is related to the number of control parts that
must be recorded as layers. As the predefined sets for
the desired motions were previously created by this point
using spatial keyframes, the user only needs to act with
the highest ranking controllers in the sets, as shown in
Figure 4.

The overall motion is combined with multiple results
from different layers. The final animation from the
articulated controllers can be formulated as follows:

y′(t) = y(t) + (xj(t) − xj(t − dt)) (6)

y(t) =
j−1∑
i=1

yi(t) (7)

Here, y′(t) denotes the sum of every jth user performance
of the highest ranking controllers. In other words, the
current motion xj(t) − xj(t − dt) with the translation of

the controller at time t added to the existing motion
y(t) creates the layered animation y′(t). The existing
animation y(t) is composed of (j − 1) layers.

While y′(t) represents the layered information of
the articulated controllers, the final animation can be
computed with the following equation:

Let Y = (y′
x, y

′
y, y

′
z),

Ffinal motion(Y) = (F individual ◦ F synchronizing ◦ F control)(Y)

(8)

Here, Ffinal motion(Y) is the result of the motion inherited
from a hierarchical set, andY is the sum of all animated
layers by the articulated controllers.

Quantitative Analysis

Comparison With a Temporal
Keyframing

A conventional approach of keyframing would require
tedious manual effort as well as an artistic sense of
timing. The goal here is to provide novice users with
a mechanism for the creation of a highly articulated
complex motion. For ESK to be a viable alternative, we
ensured that it can produce the same range of animation
created by conventional approaches with less effort and
a guarantee of animation quality.

............................................................................................
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Natural Motion

Method Temporal Keyframing Extended Spatial Keyframing
# of Keyframes 76 34
Making time Approx. 30 minutes Approx. 30 minutes
Description in detail Temporal Keyframes Spatial Keyframes

L arm R arm L leg R leg Legs Arms Spine Head Sync
13 13 13 13 4 4 3 3 4

Spine1 Spine2 Head *16 temporal keyframes from three
13 5 6 controllers are also used

⇓ (User extension)

Exaggerated Motion

Method Temporal Keyframing Extended Spatial Keyframing
# of modification 70 11
Modification time Approx. 25 minutes Approx. 5–10 minutes
Description in detail
(modifications)

Temporal Keyframes *11 temporal keyframes from two
L arm R arm L leg R leg controllers are modified. No modification

13 13 13 13 was needed to spatial keyframes
Spine1 Spine2 Head

13 5 0

Table 1. Production data of 25 frames cyclic animations of both a natural and an exaggerated
running men

Two animations, natural and exaggerated running
motions of a man, were produced. Table 1 shows
production data in detail. While temporal keyframing
requires the same effort for the natural and the
exaggerated motion, ESK entails a fraction of additional
time for the same extension. This implies that a great
number of extended motions can be generated very
efficiently using ESK, especially when the desirable
motions of a character are repeatedly reproduced with
small variations.

To test the interpolation performance, 25 frames of
original animation were initially created by a skilled
animator using temporal keyframing. The animation
shows a running sequence of a cartoon-style man, and
each pose is referenced from a running sequence in a
well-known animation book.19 This was then imitated
using ESK. The first row in Figure 5 (natural motion—
original) shows first seven frames of the original
animation and from the second to the bottom rows shows
the corresponding frames of the imitated animation
generated by ESK. The side-by-side comparison reveals
a striking resemblance apart from the small errors in
frames 3 and 5. As the original animation is keyframed
in every frame to express the hopping step of natural
running, frames 3 and 5 represent the motion of a man

with his legs wide apart. In the imitated animations,
however, frames 3 and 5 were interpolated smoothly
without any keyframes.

Inspections of Figure 5 show that a different selection
of the basis function does not have much of a visual
impact. However, when the controllers are placed
outside of the markers in the creation of the exaggerated
motion, especially in frames 1, 2, and 4 in Figure 5
(exaggerated motion—linear), errors become noticeable
regarding the blended motion. In particular, linear basis
function clearly fails to extrapolate the motion reveals
the visual artifacts.

The quantitative accuracy was also measured in
a comparison with the original motion. The Mean
Absolute Percentage Error (MAPE)20 was used as the
error metric. The error of all of the manipulators in
each individual frame of the imitated animation was
measured as follows:

Position % Errorx,y,z of Each Manipulator

= 1
n

n∑
j=1

100

∣∣∣∣
O

x,y,z

i − I
x,y,z

i

O
x,y,z

i

∣∣∣∣ (9)
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Figure 5. Visual comparison of the natural motion and the exaggerated motion along to the basis function. The frames in the boxes
represent the visual differences with errors.

To measure the error of the rotation angle, the
following equation was applied:

Angle % Errorx,y,z of Each Manipulator

= 1
n

n∑
j=1

100

∣∣∣∣
O

x,y,z

i − I
x,y,z

i

RangeAngleLimitsx,y,z

∣∣∣∣ (10)

O
x,y,z

i and I
x,y,z

i are the 3D positions and angles of
the ith manipulator in the original animation and the
corresponding imitation, respectively. The notation n

denotes the number of frames of the entire animation.
Errors of both natural and exaggerated motions
were measured to find the optimal basis function of
ESK. Intuitively, this error metric measures both the
translational and the rotational deviations from the
original animation for all the manipulators.

Table 2 shows the errors of all the manipulators of
the imitated animation. When ESK imitated the natural
motion of running, errors across all basis functions were
acceptable except the z values of each leg and the arm
IK handle. The z values contain the highest number
of errors, as they represent the most varied positions.
Sets of spatial keyframes that are more sophisticated
would reduce number of z errors. However, even with
the numerical errors of the z values, we did not observe

any significant visual artifacts. In general, a MAPE of 10%
is considered very good, and a MAPE in the range from
20 to 30% or even higher is quite common.20

In terms of the basis function, Hardy multi-quadrics
produced a steadier performance compared to the
others. In particular, when ESK imitated the exaggerated
motion of running, Hardy multi-quadrics showed the
best performance. The notable point of the result is
that a linear basis function for ESK performs poorly,
as the function fails to extrapolate desirable motions
with large errors. This is also not in accordance
with the empirical selection of linear basis function
of SK.1

Performance Test for Complex
Animation

To verify the robustness of ESK, a task was performed
to create complex motions within a short time. The
analysis of the animation graphs automatically created
by ESK offers the approximate number of keys that
would be needed by keyframing. It clearly indicates that
keyframing would require much effort compared to ESK.
As shown in Table 3, we created 700 frames of a crawling
iguana with eight sets of thirty spatial keyframes. This
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Errors of the Imitated Animation from the Natural Motion (%)

Basis function Left arm IK Right arm IK Left leg IK Right leg IK

x y z x y z x y z x y z

Linear 4.2 9.8 36.7 3.8 14.3 43.4 0.0 11.8 35.6 4.1 13.3 36.4

Gaussian 0.0 3.8 31.8 0.0 11.3 31.5 0.0 10.0 29.6 0.0 10.3 30.7

Hardy 2.8 9.6 27.2 2.3 13.8 36.9 7.3 8.6 27.5 6.7 10.2 28.8

Basis function Spine1 joint Spine2 joint Head joint
(R.A.L=π/3) (R.A.L=π/3) (R.A.L=π2)

x y z x y z x y z

Linear 3.0 1.1 1.8 n/a n/a 0.0 0.0 n/a n/a

Gaussian 3.5 1.8 3.4 n/a n/a 0.4 0.0 n/a n/a

Hardy 3.0 1.2 1.8 n/a n/a 0.1 0.9 n/a n/a

Errors of the Imitated Animation from the Exaggerated Motion (%)

Basis function Left arm IK Right arm IK Left leg IK Right leg IK

x y z x y z x y z x y z

Linear 4.1 5.8 43.2 4.0 5.3 12.8 37.5 18.0 19.4 321.0 23.4 30.2

Gaussian 5.4 5.1 7.3 5.6 4.8 20.9 45.4 15.0 17.6 299.7 16.7 39.9

Hardy 1.9 3.4 5.6 1.7 3.0 3.4 21.9 7.2 6.5 18.7 5.5 25.3

Basis function Spine1 joint Spine2 joint
(R.A.L=π/3) (R.A.L=π/3)

x y z x y z

Linear 0.3 1.8 2.4 n/a 3.6 0.2

Gaussian 1.3 4.6 4.5 n/a 1.7 0.4

Hardy 0.2 0.5 2.6 n/a 0.9 0.2

Table 2. Errors of the imitated animation from the natural motion (top) and the exaggerated
motion (bottom)

required less than 1 hour. We achieved very realistic
motion of a crawling iguana (see Figure 6).

The number of temporal keyframes that would be
needed for the same animation was approximated using

two methods provided in Autodesk Maya.14 The first is
a bake simulation that can bake the current animation. The
second is a simplify curves method that can minimize the
keyframes of the generated animation until the value
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Crawling Iguana

Making time Approx. 55 minutes
# of Sets 8 (synchronizing sets: 2, individual sets: 6)
# of Spatial keyframes 30
Description in detail Highest ranking controllers

Crawling Head Mouth Tail
1 1 1 1

Synchronizing sets (keyframes)
Spine & legs Left & right legs

1(4) 1(4)
Individual sets (keyframes)

Included manipulators to each set
L legs R legs Spine Head Mouth Tail
1(4) 1(4) 1(2) 1(5) 1(2) 1(5)

2 2 5 1 2 1

Table 3. Production data of a 700 frames crawling iguana

differences of each frame are within the user tolerance
levels. By comparing original keyframed data with the
simplified data, the minimum number of keyframes was
estimated with some degree of tolerable error against
the original motion. The approximate data using bake
simulation are mainly used to compare the motion ac-
curacy while reducing the keyframes. The approximate
data using simplify curves are mainly used to compare
the task efficiency while sacrificing motion accuracy.

As the motions are all generated by the highest ranking
controllers, no keyframes are placed in the manipulators.

For comparison, the original motions were baked with
samples at each frame for all channels (translation x, y,
and z, and rotation x, y, and z) of the manipulators. When
the user places a keyframe in more than three channels at
once, instead of placing it in each channel individually,
approximate keyframes by the user can be estimated by
dividing the total number of keyframes by three degree
of freedoms (DOFs). When this approximation is done
using bake simulation, approximate keyframes should
be divided by a sample interval, as the user does not place
a keyframe in every frame during actual tasks. Therefore,

Figure 6. Examples of a swimming fish (top), a dancing mouse (middle), and a crawling iguana (bottom) created by ESK.
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Approximate Keyframe Data of the Crawling Iguana

Total frames 700
Total DOFs 6 (translation x, y, z + rotation x, y, z)
Total manipulators 13

Original data Bake simulation Simplify curves
Sample interval 1 4 n/a
Time tolerance n/a n/a 4.0
Value tolerance n/a n/a 0.5
Approx. keframes 18200 4550 1314

Table 4. Approximate keyframed data of the crawling iguana

the approximate keyframes of the motion were measured
as follows:

Approximate Keyframes

= Total Frames × Total DOFs × Total Manipulators
3DOFs × SampleSpace

(11)

The approximation using simplify curves requires two
user inputs, time tolerance and value tolerance. For each
simplified curve, time tolerance is the amount (in seconds)
that the timing for the keys is averaged, and value tolerance
is the amount (in working units) that the values of the
keys are averaged when the selected curve is simplified.14

A time tolerance of 4.0 and a value tolerance of 0.5 were
used for the curve simplification. While the approximate
data by simplifying curves substantially reduced the
number of keyframes, the values of each keyframe were
quite different compared to the original values. The
errors of all of the manipulators in each frame were
measured using MAPE as in Section “Comparison With a
Temporal Keyframing”. All approximate keyframe data
and measured errors are shown in Tables 4 and Table 5,
respectively.

As shown in Table 4, the original animation had
an enormous number of keyframes because they were
generated by the user. In fact, it is impractical to generate
them by a temporal keyframing. On the other hand,
approximate keyframes showed a plausible number of
keyframes for the animation of a similar complexity.
However, the number continues to appear inordinately
high for a novice user.

The errors in Table 5 represent the differences
between the original and simplified animation. The
more detailed animation the user desires to create,

the more keyframes the animation needs in common.
Therefore, though the simplified animation using
simplify curves required fewer keyframes compared to
both the original and the baked animation, monotonous
or unnatural motion may result. The large errors of all the
manipulators also meant that the style of the simplified
animation differed greatly from that of the original
animation.

Results

To demonstrate the effectiveness of ESK, a plug-in
for Autodesk Maya (version 2008)14 was created. The
plug-in system is implemented in C++ with the Maya
API. Several 3D rigged characters that support many
manipulators for complex articulation were also created
using the practical rigging technique introduced in
several rigging manuals.21,22

A novice user with 3D animation was asked to try
ESK. Only 10 minutes were required for training, and
20 minutes were necessary to design multiple sets of
spatial keyframes using the User Interface provided
for the user test. With a given 3D rigged mouse, the
artist created 440 frames of a dancing mouse. The
user commented that the system was easy to use and
the process of creating animation was very intuitive.
However, the user also pointed out that the system had
inconveniences such as its inability to support a change in
the previous pose before finishing the set and its inability
to support visual classification of the hierarchy, as the
color coding of all of the markers and the controllers are
identical. We plan to incorporate the user critiques for
future development.
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Errors of the Simplified Animation from the Original Animation (%)

Simplify Left front leg Left front leg Left rear leg Left rear leg
method (translation) (R.A.L=π) (translation) (R.A.L=π)

x y z x y z x y z x y z
B.S. 14.9 1.7 13.0 0.0 0.0 0.2 14.0 2.0 5.1 0.0 0.0 0.3
S.C. 32.3 13.2 77.0 0.0 0.1 0.1 25.7 9.2 18.9 0.1 0.1 0.4

Simplify Spine1 Spine4 Head Tail
Method (R.A.L=π/3) (R.A.L=π/3) (R.A.L=π/2) (R.A.L=π)

x y z x y z x y z x y z
B.S. 11.8 2.0 0.2 3.4 13.8 n/a 0.5 0.5 0.2 0.0 0.0 n/a
S.C. 123.9 12.7 0.5 21.0 157.4 n/a 1.0 0.4 0.6 0.1 0.1 n/a

Table 5. Errors of the simplified animation

Conclusion and Future
Work

Creating animations using ESK is very easy and intuitive.
All examples in this paper required only 30–50 minutes
to design and create final motions.

The main contribution of ESK is that it automatically
builds a global control structure by multiple sets of
spatial keyframes. A single set of spatial keyframes was
one of the critical limitations in SK. Multiple sets of
spatial keyframes gave novice users great freedom when
designing character motions.

The hierarchical relationship and its control is another
key contribution of ESK. A hierarchical relationship
allows complex motions with the simple control of the
highest ranking controller by synchronizing multiple sets
of spatial keyframes. A drawback is that the underlying
sets of the hierarchy cannot be used to create different
motions that deviate from the hierarchically inherited
motion. This problem can be avoided by leaving the sets
alone in the individual sets instead of in the hierarchy.

Layered acting and recording motions in multiple
layers are not new. However, we applied an earlier
approach12 with modification using multiple layers with
multiple sets of spatial keyframes, which gives the
user the great advantage of reducing the number of
controllers. As the motions can be recorded anytime into
temporal keyframes, the user can iteratively record a
desirable motion corresponding to the performance. This
flexibility is missing in temporal keyframing methods,
despite the fact that it is critical for creating motions with
emotion.

A comparison between ESK and temporal keyframing
showed several advantages of ESK very clearly.
In addition, a performance test demonstrated the
superiority of ESK compared to SK. The most remarkable
feature is efficiency when creating complex motions.
After defining multiple sets of spatial keyframes,
performance by the user requires the moving of the
highest ranking controllers across the hierarchy instead
of the tedious placement of temporal keyframes on a time
line. The approximate keyframes verify the efficiency of
ESK.

Although we have overcome many limitations of SK,
ESK still have issues to be addressed in the future. The
first of these is related to how expressible ESK is across
different types of motions. As with spatial keyframes,
it is not easy to switch from one category of motion
to another.1 To create a meaningful story, it is essential
to guarantee an easy transition across different types of
motions. We plan to investigate this issue in the future.

The interface for 3D control is also an important
issue. As with SK, ESK relies on mouse input. The user
inevitably controls a high-degree-of-freedom character
with a low-degree-of-freedom device. The user loses one
DOF when controlling the character with the mouse
operation. Mordatch et al.23 introduced a novel method to
control spatial keyframes with a stochastic function and
a new interface. We would like to pursue the direction of
an interface for a novice user that allows the creation of
complex motions easily and cheaply.

Our ultimate target users are professionals. They
prefer precise and detailed control over a character,
which is something we have yet to achieve. However,
we strongly believe that ESK is well suited for the rapid
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generation of animation for less important characters
such as crowds or distant actors. The development of
a better interface technique and a more precise control
technique will make ESK more versatile even for the
creation of a main actor.
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